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a b s t r a c t

This review paper is concerned with the development of physiological computing systems that employ
real-time measures of psychophysiology to communicate the psychological state of the user to an
adaptive system. It is argued that physiological computing has enormous potential to innovate human–
computer interaction by extending the communication bandwidth to enable the development of ‘smart’
technology. This paper focuses on six fundamental issues for physiological computing systems through
a review and synthesis of existing literature, these are (1) the complexity of the psychophysiological infer-
ence, (2) validating the psychophysiological inference, (3) representing the psychological state of the user,
(4) designing explicit and implicit system interventions, (5) defining the biocybernetic loop that controls
system adaptation, and (6) ethical implications. The paper concludes that physiological computing
provides opportunities to innovate HCI but complex methodological/conceptual issues must be fully tack-
led during the research and development phase if this nascent technology is to achieve its potential.

� 2008 Elsevier B.V. All rights reserved.

1. Introduction

Communication between humans and computing systems may
be described as purposeful and overt; the intentions of the user are
relayed to the operating system via keyboard and mouse. This
standard mode of human–computer interaction (HCI) is asymmet-
rical with respect to information exchange (Hettinger et al., 2003).
In other words, the computer is capable of providing a wealth of
information with respect to the internal state of the system (e.g.,
hardware capabilities, memory usage etc.), contrasting sharply
with the paucity of data available to the computer about the psy-
chological state of the user (e.g., cognitions, motivations and emo-
tions). The absence of context provides little opportunity for the
computer system to adapt in a dynamic fashion to the fluid, idio-
syncratic needs of the user, a state of affairs that has led some to
describe conventional HCI as two monologues rather than a dia-
logue (Norman, 2007). The realisation of a symmetrical HCI, where
the computer system is aware of covert and overt behavioural cues
from the user, is a prerequisite for the development of adaptive
systems that are capable of responding to the needs of the user
in real-time.

1.1. Physiological computing as a means of providing user context

Physiological computing represents an innovative mode of HCI
where system interaction is achieved by monitoring, analysing and
responding to covert psychophysiological activity from the user in

real-time (Allanson, 2002; Allanson and Fairclough, 2004). These
systems operate by transforming psychophysiological data into a
control signal (or an input to a control signal) without a require-
ment for any overt response from the user (Byrne and Parasur-
aman, 1996). Physiological computing captures spontaneous and
subconscious facets of user state, opening up bandwidth within
the HCI by enabling ‘‘an additional channel of communication from
the user to the computer, albeit a largely unconscious one”
(Hettinger et al., 2003, p. 228). In this way, information exchange
between human and computer is rendered symmetrical as the
physiological computing system constructs, consults and responds
to a dynamic representation of the user.

The next generation of ‘smart’ technology will be characterised
by increased autonomy and adaptive capability (Norman, 2007).
Smart technology covers a range of application domains, such as:
adaptive automation on the flightdeck or in the vehicle, robotics,
telemedicine, computer-based learning, domestic systems, com-
puter games, computerised control of the ambient environment
(See Norman (2007) for further examples). These ‘smart’ systems
must be capable of responding proactively and implicitly, e.g.,
ambient intelligence (Aarts, 2004). For example, to activate an
auto-pilot facility or intelligent cruise control system in order to
reduce the mental workload of the pilot/driver without jeopardis-
ing safe performance, or to activate context-specific help informa-
tion if a user is frustrated by a task or interface, or to make the
computer game more challenging if the player is bored. The phys-
iological computing approach provides one means of monitoring,
quantifying and representing the context of the user to the system
in order to enable proactive and implicit adaptation in real-time.
This approach delivers not only a means of monitoring the user,
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but also a method for assessing the impact of an adaptive response
on the user. This reflexive quality of physiological computing pro-
vides a means by which the system may ‘fine-tune’ an adaptive re-
sponse to the preference of the individual user. Physiological
computing does not only enable a computer system to adapt in a
‘smart’ way, it also provides a means by which the system can
learn about the preferences of the user. As technology develops
in this direction, the interaction between users and machines will
shift from a master–slave dyad towards a collaborative, symbiotic
relationship that requires the computer to extend awareness of the
user in real-time (Klein et al., 2004; Pantic et al., 2007).

Each interaction between person and computer is characterised
by unique properties generated by a wide range of influences (e.g.,
the person, the system, the environment). The purpose of dialogue
design is to create an optimal interface with respect to maximising
performance efficiency or safety, which represents a tacit attempt
to ‘‘standardise” the dynamic of the HCI. Similarly, human factors
and ergonomics research has focused on the optimisation of HCI
for a generic ‘everyman’ user. Physiological computing represents
a challenge to the concepts of a standard interaction or a standard
user. Interaction with a physiological computing system contains
an improvisatory element as both user and system respond to
feedback from the other in real-time. In addition, physiological
computing interactions are tailored to the specific individual in a
defined place at a precise time. This shift from the general to the
specific attributes of the user has been called individuation
(Hancock et al., 2005), which is ‘‘directed to explore ways through
which each and every individual can customize his or her tools to
optimize the pleasure and efficiency of his or her personal interac-
tion” (p. 12).

1.2. Applications of physiological computing

Physiological computing systems may be designed to promote
performance efficiency (by monitoring cognitive psychophysiol-
ogy) or to maximise the pleasure associated with HCI (by monitor-
ing affective psychophysiology). For example, recording
continuous signals from the electroencephalogram (EEG) has been
used to control adaptive automation in laboratory-based studies
(Bailey et al., 2006; Freeman et al., 1999, 2000; Pope et al., 1995;
Prinzel et al., 2003, 1995). In this case, automation was activated
only when EEG signals from the operator indicated engagement
with the task; if the person disengaged from the task, automation
was deactivated and the operator was forced to re-engage with
task activity via manual control. A similar approach was demon-
strated by Wilson et al. (2007) using EEG in combination with a
number of autonomic variables (e.g., heart rate, respiration rate)
to characterise the mental workload of the operator. This system
used an artificial neural net to categorise the level of mental work-
load and to automate elements of the task when the operator was
assessed to be in a state of ‘‘overload.” Wilson et al. (2007) reported
substantial improvements of performance when adaptive automa-
tion was controlled by psychophysiology. The physiological strand
of affective computing research (Picard, 1997) draws from original
experiments on the psychophysiology of emotion (Cacioppo et al.,
1993), where emotions are induced in a laboratory and the result-
ing psychophysiological changes used to classify distinct emotional
states, e.g., anger, happiness, sadness, surprise. A number of studies
purposefully degraded the quality of the HCI in order to induce and
to detect negative user emotions using psychophysiology (Partala
and Surrakka, 2004; Scheirer et al., 2002; Ward and Marsden,
2003). The detection of negative emotions may be particularly rel-
evant for computing applications designed to aid learning (Picard
et al., 2004), i.e., to offer assistance when negative emotions are de-
tected. Research on affective computing has also explored how
psychophysiological activity from the user may be used to inform

the response of an interactive agent or avatar within the context of
a telemedicine application (Lisetti et al., 2003). This is a particu-
larly interesting application area as physiological signals may also
be used for rudimentary medical monitoring, e.g., blood pressure,
heart rate, body temperature. It has been suggested that psycho-
physiology is used alongside other indicators (facial expression,
verbal expression, haptic measures) to generate empathetic ava-
tars as well as providing a diagnosis of the patient’s emotional
state for the benefit of a physician (Lisetti and LeRouge, 2004;
Lisetti et al., 2003). Psychophysiology has been used to objectively
evaluate cognitive activity (Yamada, 1998), emotional responses
(van Reekum et al., 2004) and cognitive-emotional states (Mandryk
and Atkins, 2007) during interaction with computer games. This
application of physiological computing is directly relevant to hedo-
nomics (Hancock et al., 2005; Helander and Tham, 2003), i.e.,
designing technology that maximises the enjoyment and pleasure
experienced by the user. For example, detection of player frustra-
tion due to the experience of repeated failure might lead to auto-
mated assistance or a downward adjustment of game difficulty
(Gilleade and Dix, 2004; Gilleade et al., 2005). Similarly, Rani et
al. (2005) used a range of psychophysiological measures to index
anxiety and adapted a Pong game to respond accordingly, i.e., the
game was made easier in response to the detection of high anxiety
and vice versa. Physiological computing represents a conduit for
existing research on affective computing (Picard, 1997) and the
emerging area of hedonomics (Hancock et al., 2005; Helander
and Tham, 2003) as researchers in both domains use psychophys-
iology to index and enhance the positive emotional experiences of
computer users.

An argument has been made that psychophysiological measures
may be insufficient for the recognition of internal psychological
states, such as emotions, due to (1) the absence of sufficient corre-
spondence between the experienced state and associated physio-
logical changes, (2) the enormous range of psychological states
cannot be represented by physiology, (3) the lack of clear differen-
tiation between psychological states, and (4) the variable and idio-
syncratic experience of psychological states (see Picard (2003) for
further detail and discussion of this point). One fundamental prob-
lem for psychophysiology is the complex relationship between
experienced states and their expression via the central nervous
system; this issue is discussed in detail in Section 2.1. This issue
is occasionally confused by those outside of the discipline who be-
lieve that psychophysiological measurement provides a literal, iso-
morphic representation of a given thought, intention or emotion.
This is not so; psychophysiological measures represent an opera-
tionalisation of internal states, the quality of which may vary from
measure to measure, and between different states. If we accept
that psychophysiology provides a less-than-perfect representation
of internal states, the important question is this: are psychophysi-
ological operationalisations of internal psychological states suffi-
ciently sensitive and diagnostic to realise this category of
technology? Questions surrounding the adequacy of psychophysi-
ology as a basis for adaptive technology must be considered in the
context of a specific application and a defined range of function.

1.3. Biocybernetic adaptation

The biocybernetic loop (Pope et al., 1995) is the core component
of a physiological computing system. The loop functions as a con-
ceptual entity derived from control theory (Wiener, 1948) that also
describes the flow of data within the system. The loop is initiated
by the collection of psychophysiological data from the user via
ambulatory (Wilhelm, 2002), remote (Anttonen and Surakka,
2005) or wireless (Strauss et al., 2005) sensors. These data are fil-
tered and quantified to operationalise relevant psychological con-
structs, e.g., frustration, user engagement, alertness. The system
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subsequently analyses these data in order to quantify or label the
state of the user. An assessment of user state may be made with
reference to absolute (e.g., heart rate exceeds 80% of normal base-
line) or relative criteria (e.g., heart rate has risen 20% since the pre-
vious data collection epoch); alternatively, the assessment
provided by the system may be categorical in nature (e.g., pattern
of heart rate activity and skin conductance level indicate that the
person is in a negative rather than a positive emotional state). This
assessment may be achieved via the development of discriminant
algorithms (Liu et al., 2005) or neural networks (Gevins et al.,
1998; Laine et al., 2002). The magnitude of change or specific label
applied to the user representation determines an appropriate re-
sponse from the adaptive system. For example, the detection of
frustration may prompt the system to provide help information.
The final stage of the loop is represented by any second-order
change in user state that may occur in response to system adapta-
tion and elicit a second-order response from the system and so on.

The functional goal of the biocybernetic loop is to derive real-
time adaptations to cognitions, motivations and emotions that ap-
pear both timely and intuitive from the users’ perspective. The loop
may be designed to detect and respond to undesirable user states
(e.g., frustration, anxiety, cognitive disengagement). The adaptive
response of the system to an undesirable user state may be
grouped into three broad categories (Gilleade et al., 2005):

(a) By offering assistance if the user is frustrated (Gilleade and
Dix, 2004; Kapoor et al., 2007; Partala and Surrakka, 2004;
Scheirer et al., 2002) or in a state of ‘‘stuck” (Burleson and
Picard, 2004) or unable to perform the task due to excessive
mental workload (Wilson, 2003).

(b) By adapting the level of challenge to sustain or increase task
engagement if the user is bored or demotivated by the task
(Rani et al., 2005; Scerbo et al., 2003).

(c) By incorporating an emotional display element into the user
interface to reinforce positive emotions and mitigate nega-
tive emotions (Ahn et al., 2007; Klein et al., 2002; Lisetti
and LeRouge, 2004; Prendinger et al., 2005).

Physiological computing has the potential to extend the com-
munication bandwidth of HCI and enable a dynamic, individualised
dialogue between user and system, however, research remains at
an early stage and faces a number of obstacles. The purpose of this
paper is to outline a number of high-level issues for future research
via a review and synthesis of existing research. This review is not
concerned with low-level fundamental issues surrounding physio-
logical computing, such as: signal normalisation, baselining and
correcting for individual differences. Interested readers are referred
to Picard (1997) and Picard et al. (2001), Allanson and Fairclough
(2004), or Mandryk et al. (2006) for discussion of these issues.

2. Fundamental issues

The development of physiological computing remains at an
early stage and research efforts converge on a number of funda-
mental issues. The purpose of this section is to articulate issues
that have a critical bearing on the development and evaluation of
physiological computing systems.

2.1. Psychophysiological inference

The complexity of the psychophysiological inference (Cacioppo
and Tassinary, 1990; Cacioppo et al., 2000) represents an obstacle
for the design of physiological computing systems. The rationale
for the biocybernetic loop rests on an assumption that the psycho-
physiological measure (or array of measures) is an accurate and
sensitive representation of a relevant psychological element or

dimension, e.g., frustration, task engagement. This assumption is
often problematic because the relationship between physiological
measures and psychological meaning is complex.

2.1.1. Mapping physiological measures to psychological states
Cacioppo and colleagues (1990, 2000) described four possible

categories of relationship between physiological measures and
psychological elements:

� One-to-one (i.e., a physiological variable has a unique isomor-
phic (i.e., one-to-one) relationship with a psychological
element).

� Many-to-one (i.e., two or more physiological variables are asso-
ciated with the relevant psychological element).

� One-to-many (i.e., a physiological variable is sensitive to one or
more psychological elements).

� Many-to-many (i.e., several physiological variables is associated
with several psychological elements).

The unique one-to-one relationship between psychology and
physiology is ideal for biocybernetic control but instances of iso-
morphic correspondence that have been fully tested in the field
as well as the laboratory are very rare in the psychophysiological
literature relative to the three remaining categories. In the many-
to-one case, an investment of mental effort for example, may be
only be fully represented by a psychophysiological response pat-
tern that incorporates several measures, such as: cortical activity
from the frontal lobes (Smith et al., 2001), increased systolic blood
pressure (Richter and Gendolla, 2006) and changes in heart rate
variability (Fairclough et al., 2005). This pattern is inverted in the
one-to-many relationship, e.g., systolic blood pressure may in-
crease when a person is excited, frustrated or stressed (Cacioppo
and Gardner, 1999). In the many-to-many case, a mixture of in-
creased mental effort and stress may combine to exert multiple,
overlapping paths of influence over both systolic blood pressure
and heart rate variability.

2.1.2. The specificity of the psychophysiological inference
These mappings between physiological measure and psycho-

logical constructs describe the one aspect of the psychophysiolog-
ical inference, but the relation between physiology and psychology
can also vary in terms of specificity and generality (Cacioppo and
Tassinary, 1990; Cacioppo et al., 2000). For example, a laboratory
experiment designed to elicit task engagement may reveal a series
of physiological changes, e.g., increased systolic blood pressure,
increased heart rate, increased respiration rate, elevated skin con-
ductance. This many-to-one relationship may be described as an
outcome relationship, i.e., there is a basic association between a
pattern of physiological change and increased task engagement
in that specific laboratory situation. If we investigate this relation-
ship further by running a further series of experiments in the lab-
oratory (i.e., using different ways to engage the participant such as
raising task difficulty or offering cash incentives), we may find that
increased systolic blood pressure is the only physiological variable
that responds to increased task engagement across all mani-
pulations. This context-specific, one-to-one marker relationship
describes the unique isomorphic relationship between blood pres-
sure and task engagement in the laboratory. If we performed a
different series of experiments to investigate anger, we may induce
anger in the lab and subsequently study the experience of anger in
the field by asking participants to wear ambulatory monitoring
apparatus whilst reporting episodes of anger in a diary. If we
uncovered a core set of variables, e.g., elevated skin conductance,
increased respiration, increased heart rate, associated with the
experience of anger in both the laboratory and the field, this con-
text-independent, many-to-one relationship would be described
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as a psychophysiological concomitant. It is important that candi-
dates for physiological computing attain this level of specificity
and are transferable between the laboratory and the field. The
highest level of psychophysiological specificity is described by an
invariant relationship where we have an isomorphic (one-to-one)
relationship that is independent of the testing context, i.e., elevated
blood pressure is associated with task engagement but not anger
regardless of whether this relationship is tested in the laboratory
or the field.

2.1.3. Implications for physiological computing
The implications of this analysis for the design of physiological

computing systems should be clear. The one-to-many or many-to-
many categories that dominate the literature represent psycho-
physiological links that are neither exclusive nor uncontaminated.
This quality is captured by the diagnosticity of the psychophysio-
logical measure, i.e., the ability of the measure to target a specific
psychological concept and remain unaffected by related influences
(O’Donnell and Eggemeier, 1986). It is important that biocybernetic
control or adaptation is based on a psychophysiological inference
that is sufficiently diagnostic. For example, imagine an auto-tutor-
ing system that relies on systolic blood pressure to infer frustration
levels and offers assistance as an adaptive response. Feelings of
frustration or anger increase blood pressure (Bongard and Al’Absi,
2005) but increased systolic blood pressure may also represent a
state of positive challenge (Gendolla and Richter, 2006), e.g., a
one-to-many relationship. This many-to-many linkage may cause
the system to inadvertently offer help when the learner is posi-
tively engaged with the task.

Whilst it is important to maximise the diagnosticity of those
measures underlying a physiological computing system, it is diffi-
cult to translate this general requirement into specific guidelines.
The requisite level of diagnostic fidelity required for physiological
computing will vary for different systems. For example, is the sys-
tem required to distinguish gross difference between anger and
happiness or stress and relaxation? Or does the system require a
finely tuned diagnosis between states of anger and fear or stress
and excitement? Alternatively, the system may be required to dif-
ferentiate four distinct states (happiness, sadness, tiredness, alert-
ness), which could be assessed absolutely (with reference to a
‘neutral’ state) or relatively with reference to one another, i.e., hap-
piness vs. sadness, tiredness vs. alertness. It is essential for the sys-
tem designer to define the requisite level of diagnostic fidelity
before choosing which psychophysiological measures should be
incorporated into the system.

The sensitivity of the psychophysiological inference is a vital
attribute to enable a physiological computer system to respond
in a timely and appropriate fashion to changes in user state. Sensi-
tive variables are those that are capable of differentiating meaning-
ful levels along a psychological dimension, i.e., to distinguish low
levels of frustration from high levels of frustration (a two-class
problem) or discriminate between low, medium, high and extre-
mely high levels of frustration (a four-class problem). The sensitiv-
ity criterion (O’Donnell and Eggemeier, 1986) refers to the level of
correspondence between psychophysiological reactivity and fluc-
tuations along a psychological dimension. This criterion is particu-
larly important for physiological computing systems designed to
respond to a single psychological continuum, e.g., Wilson and Rus-
sell (2007) on mental workload. The sensitivity of the psychophys-
iological inference captures a complex relationship between the
physiological reaction, the relationship of that reaction to an
underlying psychological dimension and the temporal relationship
of both to the response from the system. In terms of design, it is
important to establish the range of response that may be meaning-
fully expressed by the psychophysiological inference. For example,
if the response of the corrugator muscle of the face is used to index

negative affect (Larsen et al., 2003), can this response be classified
to distinguish between high and low levels of negative affect? Or is
it possible to classify the response of the corrugator muscle on a fi-
ner level of detail, to distinguish between low and medium and
high levels of negative affect?

With respect to the generality of the psychophysiological infer-
ence, it is important for the relation between psychological con-
struct and physiological measure to be consistent with respect to
inter- and intra-individual differences, i.e., the relationship must
hold across individual users and across individual sessions. This as-
pect of the psychophysiological inference is captured by the reli-
ability criterion (O’Donnell and Eggemeier, 1986). One important
feature that distinguishes an outcome/marker from a concomi-
tant/invariant relation is the consistency of the psychophysiologi-
cal inference across laboratory and field settings; this is a
particularly important measurement criterion for psychophysio-
logical candidates to achieve if they are to be used as part of
real-time adaptive system in a work or domestic environment.

Both diagnosticity and sensitivity define the precision of the
psychophysiological inference; reliability captures the generality
of this relationship across people, sessions and environments.
These measurement characteristics also determine the accuracy
of user representation that lies at the heart of the biocybernetic
loop. Furthermore, it is the fidelity of the user representation that
effectively defines the maximum number of levels or modes of
adaptive response that a system can deliver to the user (see Section
2.3 for further discussion of this point).

2.2. Psychophysiological validity

Once levels of diagnosticity, sensitivity and reliability have been
defined for any given system, the designer must develop a protocol
to validate the psychophysiological inference. Validating the infer-
ence is important during the early phase of system development.
As a first step, careful selection of psychophysiological variables
based on a review of existing literature should ensure a degree of
content validity, i.e., that a precedent exists (theoretically or exper-
imentally) for specific variables to tap those psychological con-
structs targeted by the system designer. The next stage is to
establish the concurrent validity of the psychophysiological infer-
ence. Concurrent validity represents the degree to which a partic-
ular psychophysiological measure (or groups of measures in a
many-to-one case) can be demonstrated to predict the target psy-
chological element or dimension. Testing this relationship is
important because the designer must have confidence in the psy-
chophysiological inference in both a general and a specific sense.
With respect to the latter, the designer should establish the reli-
ability of the psychophysiological inference across a range of rep-
resentative test conditions (e.g., high vs. low levels of operator
stress), test environments (laboratory vs. field) and individual dif-
ferences within the desired population.

2.2.1. Validating psychophysiological states via exposure to media
Psychophysiological validity may be tested under laboratory

conditions where the state of the user is manipulated by exposure
to emotional media, for example: movie clips (Lisetti and Nasoz,
2004), music (Etzel et al., 2006) and standardised media such as
the International Affective Picture System (IAPS) (Lang et al.,
2005). The latter has been used by Haag et al. (2004) to induce
changes in valence as well as activation associated with emotion.
It is important to have confidence that the selected media clips
have a strong link with desired emotional states. The IAPS, with
its long and proven research record, is the strongest candidate in
this respect; all 956 IAPS images have been rated by 100 adults
(half female) to generate normative scores for both valence (hap-
py–sad) and activation (alert–tired). This approach is flawed in
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the sense that it is essentially a passive experience for the partici-
pant and the emotional experience may not generalise to active
tasks such as interacting with a computer system.

2.2.2. Validating psychophysiological states with experimental tasks
In order to examine psychophysiological relations with active

behaviour, researchers have used standardised tasks adapted from
experimental psychology (e.g., mental arithmetic, problem-solv-
ing) or task manipulations with ‘‘known” consequences. With
respect to the former, participants have been asked to solve ana-
grams of increased complexity (Rani et al., 2003) in order to in-
duce anxiety. Others have adopted applied tasks such as
computer-based problem-solving and introduced a manipulation
intended to frustrate the participant, such as a delay in the mouse
response (Partala and Surrakka, 2004; Scheirer et al., 2002) or
requesting participants to re-enter information during a form-fill-
ing exercise (Dennerlein et al., 2003). Like the preceding category,
these types of manipulations are dependent on strong and unam-
biguous linkage between the task manipulation and the target
psychological construct in order to be effective. For example, a
mouse delay during a problem-solving task is obviously frustrat-
ing because this kind of error threatens the ability of the person
to perform the task, however the link between solving anagrams
and anxiety inducement is perhaps more tenuous. Experimental
manipulations with known outcomes have been employed that
closely correspond to real-life situations. For example, Ward and
Marsden (2003) compared the psychophysiological responses to
poorly designed and well-designed versions of the same webpage;
Mandryk and Atkins (2007) used psychophysiology to distinguish
between competition with a friend vs. competition with a stranger
during a computer game. These realistic manipulations are lauda-
ble from the perspective of ecological validity (i.e., the correspon-
dence between test conditions and real-life situations), however,
the absence of experimental control may make it difficult to assess
which psychological construct is being captured by these manipu-
lations, i.e., several psychological constructs could play an influen-
tial role when we play a computer game against a stranger as
opposed to a friend (self-consciousness, ego-threat, extrinsic moti-
vation, anxiety).

2.2.3. Validating psychophysiological states using subjective measures
Subjective self-report measures are collected as manipulation

checks in order to demonstrate the effectiveness of the experi-
mental manipulation. The association between subjective self-
report variables and psychophysiological measures is also used
to index concurrent validity. This is a logical approach since the
private psychological experience of the individual is the target
variable for the biocybernetic loop and self-report data capture
is the obvious candidate to capture subjective experience. How-
ever, this link is often problematic as subjective self-report mea-
sures are based on a conscious act of introspection whereas the
psychophysiological response reflects the influence of both con-
scious and unconscious processes. Subjective self-report is also
prone to bias due to personality or memory limitations (Nisbett
and Wilson, 1977; Villon and Lisetti, 2006), and the correspon-
dence of these measures with psychophysiological activity is often
erratic (Cacioppo et al., 1993). Despite these disadvantages, sub-
jective self-reports represent the best available approximation of
the private experience of the individual (see Section 2.5), but
establishing concurrent validity in this way runs the risk of (a)
interfering with the target behaviour by expecting participants
to self-report, (b) creating physical artifacts in the psychophysio-
logical data record, and (c) ‘blunting’ the sensitivity of the psycho-
physiological response by only studying the correspondence
between physiology and those psychological states that may be
consciously verbalised or recorded.

2.2.4. Validating psychophysiological states using observable
behaviour

The validity of the psychophysiological inference may also be
tested with recourse to another category of data collection besides
subjective self-report; this tactic represents the establishment of
concurrent validity with reference to other dependent behavioural
variables. One approach is to validate the inference by measuring
the relationship between psychophysiology and overt, behavioural
markers. As psychophysiological variables seek to represent pri-
vate psychological events, a number of overt markers may be used
to operationalise the same target psychological state. For example,
facial expressions may be observed and coded into distinct catego-
ries of emotion, and the ability of the psychophysiological variable
to predict group membership employed as an index of concurrent
validity. Similarly, observable behavioural expressions such as
fidgeting, head shakes (Kapoor et al., 2007), changes in body pos-
ture (Mota and Picard, 2003) or pressure exerted to manipulate in-
put control devices (Dennerlein et al., 2003) could be used as
independent indicators of user state for the purposes of validation.
This approach is hindered by the fact that that psychophysiological
change may occur in the absence of any corresponding expression
of overt behaviour. In addition, when behavioural markers do oc-
cur, they may represent discrete and sporadic events that occur
at low level of temporal fidelity relative to psychophysiological
data.

2.2.5. The challenge of psychophysiological validity
The establishment of concurrent psychophysiological validity

represents a significant challenge for the development of a physio-
logical computing system because there is no ‘‘gold standard” or
‘‘ground truth” to establish the psychophysiological inference. In
addition, there are several possible routes by which the researcher
can assess psychophysiological validity, which suffer from similar
flaws (a) mood induction by media or standard task may be con-
text-specific and not generalise to other task contexts or different
participant population, (b) the specific technique used to induce
a particular user state is often incorrectly identified with generic
user states, e.g., frustration in response to a demanding maths test
may not be synonymous with frustration due to a delayed mouse
response or a poorly designed web page, and (c) ‘‘black box” ap-
proaches, such as neural networks and decision trees are often re-
ported as successfully differentiating generic emotional states;
what these algorithms actually do is successfully distinguish be-
tween a range of experimental manipulations, which may be con-
text-specific and grossly dissimilar.

The ‘titration’ procedure described by Wilson and Russell
(2007) offers an alternative approach whereby participants were
exposed to a wide range of task demands (from simple to extre-
mely difficult) prior to taking part in the experiment. The authors
captured a subjective rating of difficulty from each participant to
each level of task demand (from easy to impossible) and then used
these ratings in order to define easy/medium/hard/impossible lev-
els of task demand for that particular individual. The ‘titration’ ap-
proach involves using subjective self-reports in order to
personalise and standardise the experience of each individual par-
ticipant. This approach may not be possible for all types of manip-
ulation but it has the advantages of testing and tailoring the
effectiveness of the task manipulation or mood induction to each
individual prior to validation.

2.3. The representation of the user

Once psychophysiological validity has been established, the de-
signer may consider how the psychological state of the user should
be operationalised by the system. This is an important aspect of
system design that determines the range of adaptive strategies
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available to biocybernetic loop, and ultimately, the level of ‘‘intel-
ligence” exhibited by the system.

The biocybernetic loop encompasses the decision-making pro-
cess underlying software adaptation. In its simplest form, these
decision-making rules may be expressed as simple Boolean state-
ments; for example, IF frustration is detected THEN offer help.
The loop incorporates not only the decision-making rules, but also
the psychophysiological inference implicit in the quantification of
those trigger points used to activate the rules. In our study (Fairc-
lough et al., 2006) for example, this information took the form of a
linear equation to represent the state of the user (e.g., subjective
mental effort = x1

* respiration rate � x2
* eye blink frequency +

constant) as well as the quantification of trigger points, e.g., IF sub-
jective effort > y THEN adapt system. Other studies have also used
linear modelling techniques and more sophisticated machine
learning approaches systems to characterise user state in terms
of the psychophysiological response, e.g. (Liu et al., 2005; Mandryk
and Atkins, 2007; Rani et al., 2002; Wilson and Russell, 2003).

2.3.1. The complexity of the user representation
The psychological state of the user has been represented as a

one-dimensional continuum, e.g., frustration (Gilleade and Dix,
2004; Kapoor et al., 2007; Scheirer et al., 2002), anxiety (Rani
et al., 2005), task engagement (Prinzel et al., 2000), mental work-
load (Wilson and Russell, 2007). Other research has elected to rep-
resent user state in terms of: distinct categories of emotion (Healey
and Picard, 1997; Lisetti and Nasoz, 2004; Lisetti et al., 2003), two-
dimensional space of activation and valence (Kulic and Croft, 2005,
2006) and distinct emotional categories based upon a two-dimen-
sional analysis of activation and valence (Mandryk and Atkins,
2007) As stated earlier, reliance on a one-dimensional representa-
tion of the user may restrict the range of adaptive options available
to the system. This may not be a problem for simple system adap-
tation, but complex systems will require an elaborated representa-
tion of the user in order to deploy a large repertoire of adaptive
responses.

One straightforward way of moving beyond a one-dimen-
sional representation of the user is to model psychological state
in two-dimensional space, e.g., Mandryk and Atkins (2007). Mat-
thews and colleagues at Dundee University developed a subjec-
tive tool called the Dundee Stress State Questionnaire (DSSQ) to
assess three meta-factors linked to cognition, motivation and
emotion (Matthews et al., 2002). It has been suggested that
two DSSQ factors, Task Engagement and Distress, could be com-
bined to create a generic representation of the user state (Fairc-
lough, 2007; Fairclough and Venables, 2006). Task Engagement
was defined as an ‘‘effortful striving towards task goals”, which
increased during a demanding cognitive task and declined when
participants performed a sustained and monotonous vigilance
task (Matthews et al., 2002). The Distress meta-factor was
characterised by ‘‘an overload of processing capacity” which in-
creased when participants experienced a loss of control over
performance quality (Matthews et al., 2002). The combination
of engagement and distress permits us to consider the state of
the user as a point in the two-dimensional space shown in
Fig. 1.

Fig. 1 partitions the psychological state of the user in four quad-
rants or ‘zones’. This analysis is similar to Csikszentimihalyi’s
(1990) concept of flow states, particularly zone b—the stretch zone.
Zone a represents an undesirable state of high distress in combina-
tion with low task engagement. In this case, the user is overloaded
from a cognitive perspective as well as being disengaged from the
task. When engagement and distress are both high (zone b), users
occupy a ‘‘stretch” zone, remaining highly engaged but also feeling
overwhelmed by the task. This state may tolerated for short peri-
ods, particularly during a learning phases or a demanding but

rewarding period of performance. In zone c, the user is fundamen-
tally bored as indicated by low levels of distress and engagement.
The user may disengage from the task due to disinterest if this
state persists for a sustained period. When the user is comfortable
with the level of demand yet remains motivated by the task, they
fall into zone d (low distress and high task engagement). This state
may subside into boredom (zone c) if the task lapses into monot-
ony or give way to a learning phase (zone b) if demand increases
appropriately. This two-dimensional representation (Fig. 1) allows
the adaptive controller to make a distinction between two states of
low engagement, both of which require different categories of
adaptive response, e.g., in zone a, task demand should be reduced
or the adaptive aiding provided whereas zone c may require task
demand to be increased. This complex representation of the user
provides the adaptive controller with greater specificity in order
to target the adaptive response.

2.3.2. Multimodal representation of the user
Measures from other available sources, such as performance,

may be amalgamated with psychophysiology to increase the com-
plexity of the user representation. This multimodal representation
of the user may be achieved by combining the psychophysiological
characterisation of user state with a representation of progress
within the ‘‘task-space” or ‘‘problem-space.” This representation
provides a useful context for the diagnosis of user state produced
by psychophysiological monitoring that may be expressed in a
simple or complex fashion. For an auto-tutoring system, the sys-
tem may simply monitor user progress through a problem space
by capturing time spent on each sub-task compared to a normative
database. Alternatively, a complex and generic representation of
‘‘task-space” may be adopted to deliver a sophisticated representa-
tion of task context. An existing model of mental workload (Han-
cock and Caird, 1993) is used to illustrate this point. This model
provides a two-dimensional representation of mental workload
(1) distance from the desired goal and (2) time remaining to com-
plete the desired goal. Like the scheme illustrated in Fig. 1, this
two-dimensional space may be expressed as four quadrants with
one section that is inherently undesirable (high distance from goal,
low time remaining). An assessment of psychophysiological state
(Fig. 1) in combination with a sensitive representation of task
space provides a rich representation of the user state in the context
of performance. The combination of psychophysiology and obser-
vable behaviours used by Kapoor et al. (2007) to index frustration
provides a nice example of the same approach where behavioural
markers (fidgeting) are reinforce a psychophysiological diagnosis
(in effect, this is the same strategy as using dependent variables
as a source of concurrent validity described in Section 2.2.4). If

Fig. 1. Two-dimensional representation of psychophysiological state of the user.
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we extend the number of variables or dimensions used to repre-
sent the user, we gain a more complex representation of the HCI.
This complexity is inherently beneficial provided that the system
can deal with dissociation between different measures that be-
comes increasingly likely if the number of data capture channels
are increased.

Early examples of physiological computer systems will rely on
one-dimensional representations of the user and be capable of
relatively simple adaptive responses. The full potential of this tech-
nology will only be realised when systems draw from an extended
repertoire of precise and timely adaptations. It is anticipated that
timeliness and sophistication of the adaptive response will be per-
ceived by the user as the level of ‘‘intelligence” exhibited by the
system. Furthermore, the precision and intricacy of the user repre-
sentation delivered by the monitoring technology will determine
the adaptive capability of the system as a whole.

2.4. Awareness and interaction design

2.4.1. Self-awareness vs. the computerised representation of self
Physiological computer systems operationalise the psychologi-

cal state of the user by monitoring and analysing psychophysiology
in real-time. This approach represents a machine analogue of the
neurological process of interoception (Cameron, 2001; Critchley,
2004) whereby autonomic responses to cognitive or emotional
stimuli generate the expression of feelings and emotions in the
brain (Churchland, 2002; Damasio, 1999). Psychophysiological
data is analysed along parallel tracks by the person and the ma-
chine during an interaction with a physiological computing sys-
tem. In the first case, this is an inherently fuzzy process wherein
physiological activity provides one source of data input among oth-
ers (e.g., context, beliefs) and expression of these data with respect
to self-awareness is vulnerable to the vagaries of self-perception
and selective attention (Craig, 2004; Critchley et al., 2004; Dolan,
2002). By contrast, the adaptive controller subjects physiological
data to an explicit collection of mathematical procedures in order
to generate an objective, tangible representation of a psychological
concept or dimension.

2.4.2. Perceptions of system error
It is unsurprising that computerised assessment of psychophys-

iological activity will differ markedly from human perception of
the same activity. The significant issue for physiological computing
is how divergent appraisals of the same activity influence users’
perception of system accuracy. High levels of accuracy are critical
attributes for the acceptance of physiological computing systems,
given that this technology seeks a degree of autonomous function-
ality as well as access to a private and personal data (see Section
2.6). The perception of accuracy is an important determinant of
system reliability that influences the level of trust in an adaptive
system (Lee and See, 2004; Muir and Moray, 1996; Parasuraman
and Miller, 2004). Mismatches between user and system percep-
tions of psychological state may fall into one of two categories
(1) a ‘false alarm’ when the system detects a specific state or a
change of psychological state that is imperceptible to the user
and (2) a ‘miss’ when the system fails to detect a state or change
in a state that has been perceived subjectively by the user. Both
types may undermine the credibility of the system, but false
alarms are potentially the most pernicious, particularly if their
occurrence leads to unwelcome or inappropriate adaptation at
the interface.

A physiological computing system is capable of delivering two
categories of adjustment at the interface, explicit and implicit
adaptations, which occur, respectively, in the attentional fore-
ground and background (Ju and Leifer, 2008). Explicit system adap-
tations are consciously registered by the user. The appearance of an

avatar offering help information is a source of conspicuous feed-
back that the system has detected a degree of distress or confusion
or that the user is in a state of ‘stuck’ (Burleson and Picard, 2004).
Instances of implicit adaptation may not be consciously registered
by the user. These adaptations may be subtle, such as adjusting an
aspect of the visual display or may be completely undetectable
(e.g., updating software without any feedback to the user): this cat-
egory of implicit adaptation is characteristic of so-called ‘calm’
technology (Weiser and Brown, 1997) and ambient intelligence
(Aarts, 2004).

2.4.3. Explicit and implicit system adaptation
The delivery of explicit adaptation from a physiological comput-

ing system will often prompt an act of introspective self-assess-
ment. The appearance of an avatar to offer assistance might
incline the user to ponder ‘‘am I stuck?” or ‘‘do I need help?” The
results of self-examination is compared to the diagnosis of the sys-
tem, which yields either affirmation or a false alarm in the case of
disagreement. This tendency of explicit adaption to prompt self-
appraisal creates an enormous potential for false alarms, particu-
larly because this type of system is capable of high-fidelity moni-
toring, i.e., where system diagnoses are relatively frequent and
even a small false alarm rate may translate into a large absolute
number of misdiagnoses (Parasuraman and Hancock, 1999). The
size of this problem may be curtailed by designing explicit adapta-
tions to intervene in an infrequent basis or in a relatively conserva-
tive fashion. On a positive note, the presentation of explicit
adaptation has a potential advantage of entraining the user and
enhancing self-awareness of moods, emotions and other psycho-
logical states (Picard and Klein, 2002). There is also some evidence
that explicit feedback based on psychophysiology may function as
a tacit source of biofeedback to entrain physiological self-regula-
tion (Pope and Palsson, 2001).

The capacity of the system to produce false alarms is effectively
avoided if adaptation of the interface is implicit and passes unno-
ticed by the user in the attentional background (Ju and Leifer,
2008). This is also the primary mechanism for physiological com-
puting to extend conventional HCI bandwidth by enabling the user
to communicate at an unconscious level (Hettinger et al., 2003). In
this case, we may consider a completely subconscious mode of HCI
where both user and system interact without any awareness on the
part of the former. Computer gaming applications are a good start-
ing point to consider this possibility due to the complexity of the
software environment (permitting a range of subtle, ambient adap-
tations) and the demands on selective attention (creating a sub-
stantial background in which implicit interactions could occur). A
physiologically adaptive computer game may alter game play by
increasing the intelligence of computer-generated opponents or
speeding up the tempo of background music, i.e., ‘‘emote me” adap-
tations (Gilleade et al., 2005) as explored in the study by Dekker and
Champion (2007). Unfortunately, little is known about the efficacy
of these implicit interactions in terms of provoking desirable
changes in user state. Using the representation of user state shown
in Fig. 1, we may question whether implicit adaptation has suffi-
cient potency to prevent boredom (zone c) or avoid disengagement
and distress (zone a). Given that implicit adaptations should not
produce false alarms, this kind of adaptation may be utilised liber-
ally by the system, resulting in frequent adaptations that may yield
a pronounced, cumulative effect on user state. In practice, it may be
difficult to design adaptations that affect psychological change
whilst remaining completely undetected by the user (see Ju and
Leifer, 2008, for more detailed discussion). Aside from ethical issues
(see Section 2.6), there is one other caveat on the use of implicit
adaptation. Under conditions of extreme frustration or distress, it
is likely that the user would expect a physiologically adaptive
system to present a tacit acknowledgement of this negative state
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in the form of an explicit adaptation or intervention. A conscious
and salient experience of distress that passes without recognition
by the system would be categorised as a ‘‘miss” from the perspec-
tive of the user.

The design of explicit and implicit system adaptations for phys-
iological computer systems must cater to the strengths and weak-
nesses of both approaches. Explicit adaptation brings the potential
to create false alarms that damage the credibility of the system,
and for this reason, should be deployed conservatively. However,
the conspicuity of explicit adaptation at the interface is possibly
the more potent technique to directly influence the psychological
state of the user. Implicit adaptations represent subtle changes at
the interface that may be used frequently without creating the po-
tential for false alarms. It is assumed that implicit adaptations may
be difficult to design in practice, as their purpose is to influence the
state of user in a completely unobtrusive fashion. It is also argued
that implicit adaptations may not impact on users’ psychological
state to the same extent as explicit system adaptation, but this lat-
ter point remains pure speculation in absence of available
evidence.

2.5. The dynamics of the biocybernetic loop

The design of a physiological computing system is based upon
the biocybernetic control loop (Fairclough and Venables, 2004;
Pope et al., 1995; Prinzel et al., 2000). The biocybernetic loop de-
fines the modus operandi of the system and is represented as a ser-
ies of contingencies between psychophysiological reactivity and
system adaptation.

2.5.1. The goals of the biocybernetic loop
The rules of the biocybernetic loop are formulated to serve a

meta-goal or series of meta-goals to provide the system with a tan-
gible and objective rationale. The meta-goals of the biocybernetic
loop must be carefully defined and operationalised to embody gen-
eralised human values that protect and enfranchise the user (Han-
cock, 1996). For example, the physiological computing system may
serve a preventative meta-goal, i.e., to minimise any risks to the
health or safety of the operator and other persons. Alternatively,
meta-goals may be defined in a positive way that promotes plea-
surable HCI (Hancock et al., 2005) or states of active engagement
assumed to be beneficial for both performance and personal well
being. The definition of the meta-goal is also determined by the
context of system operation. A biocybernetic loop operating within
a desktop system may focus on positive cognitive-affective states
that promote productivity and emotional well being (Picard and
Klein, 2002), which serves a protective function for health in the
long term (Kiecolt-Glaser et al., 2002). In the context of a safety–
critical systems such as autonomous functions in the aircraft or
automobile, preserving performance effectiveness in order to min-
imise the risk of accident or injury is the top priority for the loop
(Prinzel, 2002).

The biocybernetic loop is equipped with an array of adaptive
interventions to promote the meta-goals of the system, e.g., to pro-
vide help, to give emotional support, to manipulate task difficulty
(Gilleade et al., 2005). The implementation of these interventions is
controlled by the loop in order to ‘manage’ the psychological state
of the user. Correspondingly, the way in which person responds to
each adaptation is how the user ‘manages’ the biocybernetic loop.
This is the improvisatory crux that achieves human–computer col-
laboration by having person and machine respond dynamically and
reactively to responses from each other. It may be useful for the
loop to monitor how users respond to each intervention in order
to individualise (Hancock et al., 2005) and refine this dialogue.

This generative and recursive model of HCI emphasises the
importance of (a) accurately monitoring the psychological state

of the user (as discussed in the previous sections) and (b) equip-
ping software with a repertoire of adaptive responses that covers
the full range of possible outcomes within the human–computer
dialogue over a period of sustained use. The latter point is particu-
larly important for ‘future-proofing’ the physiological computing
system as user and machine are locked into a co-evolutionary spir-
al of mutual adaptation (Fairclough, 2007).

Research into motivation for players of computer games has
emphasised the importance of autonomy and competence (Ryan
et al., 2006), i.e., choice of action, challenge and the opportunity
to acquire new skills. This finding begs the question of whether
the introduction of a biocybernetic loop, which ‘manages’ the HCI
according to preconceived meta-goals, represents a threat to the
autonomy and competence of the user? Software designed to auto-
matically help or manipulate task demand runs the risk of disem-
powerment by preventing excessive exposure to either success or
failure. This problem was articulated by Picard and Klein (2002)
who used the phrase ‘computational soma’ to describe affective
computing software that effectively diffused and neutralised nega-
tive emotions. Feelings of frustration or anger serve as potent moti-
vators within the context of a learning process; similarly, anxiety or
fatigue are valuable psychological cues for the operator of a safety–
critical system. It is important that the sensitivity of the biocyber-
netic loop is engineered to prevent over-corrective activation and
interventions are made according to a conservative regime. In other
words, the user should be allowed to experience a negative emo-
tional state before the system responds. This is necessary for the
system to demonstrate face validity, but not to constrain users’
self-regulation of behaviour and mood to an excessive degree.

2.5.2. Positive vs. negative control dynamics
The biocybernetic loop may work according to two inherent

dynamics—negative or positive feedback control (Carver and Sche-
ier, 2000; Rouse, 1977; Wiener, 1948). The decision of which dy-
namic to employ is important for the design of physiological
computing systems. Negative control loops create behavioural sta-
bility by reducing the discrepancy between the input signal (real-
time psychophysiological measure of engagement) and a desired
standard (the desired level of engagement). Negative feedback con-
trol is perfect for adaptive systems that are designed to keep the
user within a ‘safe’ or ‘comfort’ zone (Hancock and Warm, 1989).
By contrast, positive feedback control is designed to amplify the
discrepancy between the input signal and the desired standard in
an exponential fashion. Positive feedback control leads to perfor-
mance instability (Freeman et al., 1999); a biocybernetic system
working on this basis may adjust the desired standard of engage-
ment upwards as the person became more engrossed with the task.
In the case of safety systems, it is desirable to use a negative con-
trol dynamic to keep the operator within a stable zone of perfor-
mance effectiveness. However, this kind of stability is an
anathema to a learner or computer gamer (Ryan et al., 2006) whose
performance and pleasure may benefit from the propulsive
momentum of a positive control dynamic. Alternatively, the biocy-
bernetic loop may switch between positive and negative control
dynamics. Toggling control dynamics would intersperse unstable
episodes of skill acquisition courtesy of a positive control dynamic
with periods of performance stability and skill consolidation
achieved under a negative control. In this way, the user is
‘stretched’ and subsequently granted the opportunity to consoli-
date new skills, i.e., moved from zone b to zone d in Fig. 1. This
strategy also represents a tacit attempt to simultaneously fulfill
meta-goals that are mutually exclusive, i.e., to use positive control
to provoke intense engagement and negative control to assuage
any resulting accumulation of stress and/or fatigue.

The biocybernetic loop encapsulates the values of the system
and embodies a dynamic that promotes stable or unstable task per-
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formance. The dynamics of the control loop may be alternated for
certain application to avoid the placement of excessive constraints
on user behaviour.

2.6. Ethical issues

There are a number of ethical issues associated with the design
and use of physiological computing systems. This technology is de-
signed to tap private psychophysiological events and use these
data as the operational fulcrum for a dynamic HCI. The ethical
intention and values of the system designer are expressed by the
meta-goals that control the biocybernetic loop (see previous sec-
tion), but regardless of good intentions, the design of any technol-
ogy may be subverted to undesirable ends and physiological
computing systems offer a number of possibilities for abuse
(Reynolds and Picard, 2005b).

2.6.1. Privacy
Invasion of privacy is one area of crucial concern for users of

physiological computing systems. Ironically, a technology designed
to promote symmetrical communication between user and system
creates significant potential for asymmetry with respect to data
protection, i.e., the system may not tell the user where his or her
data are stored and who has access to these data. If data protection
rights are honored by the physiological computing system, it fol-
lows that ownership of psychophysiological data should be re-
tained formally and legally by the individual (Hancock and
Szalma, 2003). In addition, these data are potentially very sensitive
and access to other parties and outside agencies should be subject
to formal consent from the user. It should be noted that certain cat-
egories of psychophysiological data may also be used to detect
medical conditions (e.g., cardiac arrhythmias, hypertension, epi-
lepsy) of which the individual may be unaware. The introduction
of physiological computing should not provide a covert means of
monitoring individuals for routine health problems without con-
sent. In a similar vein, Picard and Klein (2002) argued that control
of the monitoring function used by an affective computing system
should always lie with the user. This is laudable but impractical for
the user who wishes to benefit from physiological computing tech-
nology whilst enjoying private data collection. However, granting
the user full control over the mechanics of the data collection pro-
cess is an important facility and a means of reinforcing trust in the
system.

Kelly (2006) proposed four criteria for information exchange be-
tween surveillance systems and their users that are relevant here:

1. The user knows exactly what information is being collected,
why it is being collected, where these data are stored and
who has access to these data.

2. The user has provided explicit or implicit consent for data col-
lection and can demonstrate full knowledge of data collection.

3. The user has access to these data, the user may edit these data
or use these data himself or herself.

4. Users receive some benefit for allowing the system to collect
these data (e.g., recommendations, filtering).

This ‘open source’ relationship between user and technology is
called reciprocal accountability (Brin, 1999). This relationship may
be acceptable for users of physiological computing systems pro-
vided the apparent transparency of the process does not mask cru-
cial inequalities, i.e., vague formulations of data rights by private
companies or governments. The provision of written consent to
specify this relationship should allay users’ concerns and there is
evidence to support this position (Reynolds and Picard, 2005a).

A second threat to privacy concerns how psychophysiological
data recorded in real-time may be expressed at the interface, i.e.,

explicit feedback from the interface may be perceived by col-
leagues or other persons when the computer is situated in a public
space. The provision of explicit verbal messages or discrete text/
symbolic messages in response to the detection of frustration or
boredom are potentially embarrassing for the user in the presence
of others. The fact that computer systems are used in public spaces
constitutes a call for discretion on the part of the interface design,
particularly with respect to the use of auditory feedback. It is also
essential to include a facility that enables users to disable those
messages or modes of feedback that make them susceptible to
‘eavesdropping’ by others.

2.6.2. The autonomy of the user
Physiological computing systems are designed to ‘manipulate’

the state of the user in a benign direction via the positive meta-
goals of the biocybernetic loop. But how do users feel about being
manipulated by autonomous technology (Picard and Klein, 2002;
Reynolds and Picard, 2005a)? The verb ‘manipulate’ is a loaded
term in this context as people manipulate their psychological state
routinely via psychoactive agents (e.g., caffeine, nicotine, alcohol),
leisure activities (e.g., exercise, playing computer games) and aes-
thetic pastimes (e.g., listening to music, watching a TV show or mo-
vie) (Picard and Klein, 2002). The issue here is not the
manipulation of psychological state per se but rather who retains
control over the process of manipulation. When a person exercises
or listens to music, they have full control over the duration or
intensity of the experience, and many may balk at the prospect
of ceding any degree of control to autonomous technology. These
concerns reinforce arguments that reciprocal accountability and
granting the individual full control over the system are essential
strategies to reassure and protect the user. In addition, users need
to understand how the system works so they are able understand
the range of manipulations they may be subjected to, i.e., an ana-
lytic method for tuning trust in an automated system (Parasur-
aman and Miller, 2004). Picard and Klein (2002) argued that
affective computing systems should support self-management of
emotions rather than treating the user as a passive recipient. This
is an important point, particularly when considering the effects of
explicit and implicit system adaptation on the user, i.e., implicit
adaptation does not provide overt cues to support the self-manage-
ment of user state (Section 2.4).

The strategy employed by physiological computing technology
has been described as ‘wiretapping’ (Wolpaw et al., 2000). This
description draws attention to the fact that both neurological pro-
cesses of self-awareness and the biocybernetic loop draw from a
common source of physiological data (see Section 2.4). The user
perceives feeling and emotions based partly on interoceptive cues
and somatic markers from the body (Damasio, 1999). The system
provides explicit feedback of psychological state in real-time,
which may reinforce or contradict the users’ self-appraisal. It has
been argued that sustained use of this technology may effectively
fracture the unitary experience of the self as the user is exposed
to parallel representations of motivations/feelings/emotions (Han-
cock and Szalma, 2003). At the very least, use of a physiological
computing system may blur the perception of self or act as an un-
wanted source of interference on self-perception. This ‘splitting’ of
self-perception is certainly plausible but difficult to evaluate or ad-
dress at the current time. We need to understand how long-term
exposure to a physiological computing system may influence
self-perception (e.g., to sharpen or blunt this process, to render
self-perception reliant on the presence of technology) or impact
on mental health (e.g., to induce dissociative states).

To summarise, physiological computing systems have the po-
tential to be subverted to achieve undesirable outcomes such as
invasion of privacy and tacit manipulation of the user. It is impos-
sible to safeguard any new technology in this respect but provision
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of full transparency and reciprocal accountability drastically re-
duces the potential for abuse. It is important that the user of a
physiological computing system remains in full control of the pro-
cess of data collection (Picard and Klein, 2002) as this category of
autonomous technology must be designed to empower the user
at every opportunity (Hancock, 1996; Norman, 2007).

3. Conclusions

This review has argued that physiological computing has the
potential to provide a new paradigm for HCI by allowing a com-
puter system to develop and access a dynamic representation of
the cognitions, emotions and motivation of the user. Enabling ma-
chines to extend awareness of the user is crucial for the develop-
ment of ‘smart’ technology where human-computer symbiosis is
adaptive and collaborative (Hancock, 1997; Norman, 2007). The
same facility allows the user to communicate with the computer
subconsciously and unintentionally (Hettinger et al., 2003). The
biocybernetic loop is the cornerstone of the physiological comput-
ing system and is designed to serve a particular purpose with ex-
plicit reference to goal states, e.g., to maximise pleasure, avoid
stress and fatigue. These meta-goals represent a fledgling version
of machine values and intentionality (Hancock, 1997), albeit one
tied to the dynamic behaviour of the human user. If this type of
physiological computing can be effectively realised, the communi-
cation dynamic of HCI will shift from an asymmetrical dyad of two
monologues to a symmetrical dialogue (Norman, 2007).

Physiological computing has huge potential for innovation but
the development of this technology faces a number of obstacles.
Understanding the complexity of the psychophysiological infer-
ence (Section 2.1) is fundamental to the successful operation of a
physiological computing system. If researchers and designers do
not pay sufficient attention to this issue, the performance of proto-
type systems will be erratic and unreliable, which runs the risk of
premature abandonment. It is also important for the designer to
carefully specify the required fidelity of psychophysiological diag-
nosis required for system operation as a first step in the develop-
ment process. The number of classes on a psychological
continuum or discrete categories of emotion is the starting point
for system specification; this characteristic sets the standards for
the sensitivity, diagnosticity and reliability (Section 2.1) of the psy-
chophysiological inference. At this early stage of development, it is
important to export psychophysiological methods from the labora-
tory to a realistic field environment. These measures must be
tested with a full range of the target population in the field, hence
the requirement to establish psychophysiological validity (Section
2.2). If the designer does not have complete confidence in the psy-
chophysiological inference at the heart of the biocybernetic loop,
an accurate evaluation of system performance is impossible.

The designer of the physiological computing system must be
creative with respect to the use of psychophysiology to represent
the state of the user. Operationalising the user state requires an
awareness of the intricacies of psychophysiological measurement
as well as sensitivity to human factors design and the experience
of the user. In principle, an accurate and dynamic representation
of user state should increase the ‘intelligence’ of an adaptive com-
puting system, i.e., adaptive responses from the system should ap-
pear both intuitive and timely from the users’ perspective. Part of
this intelligence is derived from the timeliness of system interven-
tion, which is determined by the sensitivity and diagnosticity of
the psychophysiological response (Section 2.1). A second aspect
is related to the range and complexity of adaptive strategies exhib-
ited by the system, i.e., an extensive repertoire of adaptive re-
sponses or graded versions of the same adaptive response both
increase the potential precision of system adaptation. It has been
argued that the ‘intelligence’ exhibited by a physiological comput-

ing system is directly related to how the representation of the user
is translated into an adaptive output (Section 2.3). The dynamic
model of the user generated by psychophysiology may be rela-
tively crude or finely graded, i.e., mental workload could be catego-
rised as acceptable vs. overload or classified into four grades such
as low/medium/high/overload (Wilson and Russell, 2007). Repre-
sentations of the user may also vary with respect to complexity,
being unidimensional (i.e., mental workload) or multidimensional
(Fig. 1). With respect to this point, it has been argued that the fidel-
ity and complexity of the user representation determines the adap-
tive vocabulary of the system. However, the required range of
adaptive response must be determined by the context of the task
and crude/simplistic user representations may have inherent
advantages over more complex ones, particularly at this early stage
of technological development.

There may be another advantage in limiting the adaptive range
of the system; (Karwowski, 2000) has argued that increased sys-
tem complexity often limits the maximum level of compatibility
between user and system, i.e., due to increased functionality, re-
duced feedback at the interface. In line with this argument, one
challenge for physiological computing is how to design systems
that respond proactively and intelligently without exposing the
user to high levels of uncertainty. We should recognise that poten-
tial exists to obscure the benefits of physiological computing by the
presence of unexpected drawbacks, and in this respect, designers
should heed those issues that arose from the introduction of sys-
tem automation (Parasuraman and Riley, 1997).

There is a second strand to the argument that multidimen-
sional psychophysiological assessment is required to inform a
complex representation of the user. Researchers who have com-
bined psychophysiology with other behavioural markers, e.g.,
Kapoor et al. (2007), have demonstrated the potential of this ap-
proach. The use of multimodal data capture to index user state
promises to be an effective technique to establish concurrent
validity in real-time (Section 2.2). The complexity of the psycho-
physiological inference (Section 2.1) may be clarified by combin-
ing physiology with overt markers of behaviour and/or objective
measures of task performance (Section 2.3). The same advantage
may be gained from combining real-time psychophysiology with
a representation of the task in order to give context to the former,
e.g., task phase or task activity. The provision of task context pro-
vides one easily available means of extending and prescribing the
adaptive repertoire of the system, i.e., the detection of frustration
during task x prompts one type of help information whereas frus-
tration during task y leads to a completely different category of
assistance.

Multidimensional measures of psychophysiology also provide
the means by which to capture user state with respect to cognition,
emotion and motivation. HCI researchers are often interested in
negative user states that encompass all three aspects, e.g., a frus-
trated user may feel anger, be easily distracted and disinclined to
continue with the task (Burleson and Picard, 2004). These complex,
cognitive-energetical states (Hancock and Desmond, 2001; Hock-
ey, 1997) are challenging to capture but offer greater verisimilitude
as the experience of cognition and emotion are highly intercon-
nected (Picard et al., 2004; Stemmler et al., 2001). It is argued that
future research should focus on cognitive-energetical states that
are relevant to user experience with respect to specific applica-
tions, e.g., states of ‘stuck’ (Burleson and Picard, 2004) or challenge
(Mandryk and Atkins, 2007), as opposed to capturing generic cate-
gories of emotional experiences, which may be a red herring in any
case (Feldman Barrett, 2006).

The evaluation of physiological computing systems will not be a
straightforward exercise. The perception of system error rests on a
fuzzy neurological process of self-perception and the presence of
explicit feedback at the interface (Section 2.4). The introduction
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of both self-perception and explicit feedback may render users’
perceptions of system accuracy unpredictable, regardless of the
validity of the psychophysiological inference underlying the sys-
tem. There is also some uncertainty surrounding the choice of cri-
terion for successful system performance. Some may argue that a
successful system will exhibit high face validity, i.e., high corre-
spondence between the diagnosis produced by the system and
users’ self-perception. Others may claim that a successful system
should demonstrate objective improvements in performance effec-
tiveness. Both aspects are important and relative weighting of each
will depend on the type of application under evaluation; the
assessment of safety–critical systems will emphasise performance
effectiveness whilst subjective perceptions of enjoyment and fun
are central to the evaluation of computer games (Yannakakis
et al., 2007). In methodological terms, important methodological
lessons for system evaluation have emerged from research on
adaptive automation (Prinzel et al., 2003; Wilson and Russell,
2007). These researchers emphasised the importance of (a) yoked
groups in order to disentangle the influence of adaptation on per-
formance per se from the temporal qualities of adaptation, (b)
comparing the diagnosis produced by simple vs. complex categor-
isation of user states, and (c) tailoring the trigger criteria for adap-
tation to the individual person.

Physiological computing has the potential to render human–
machine dialogue as dynamic, collaborative, spontaneous and
effortless. This capabilities will only be realised by close attention
to fundamental methodological issues and creative interface de-
sign; this is a multidisciplinary challenge for psychophysiologists,
human factors professionals and computer scientists.

4. Executive summary

4.1. Introduction

Physiological computing uses real-time psychophysiology to
represent the internal state of the user (e.g., cognitions, motivation,
emotion), which is used as the basis for real-time system adapta-
tion. Psychophysiology represents an implicit form of user moni-
toring that places no additional requirement on the user and can
deliver continuous data, even in the absence of any overt behav-
ioural response. This approach may be used to extend the commu-
nication bandwidth within HCI and to enable symmetrical
communication between user and system. Physiological comput-
ing also has the potential to tailor each interaction to the specific
responses from the individual user. This approach has been sug-
gested as a means of controlling adaptive automation and enabling
affective computing, e.g., the detection of frustration as a cue to
provide help information.

4.2. Fundamental issues

A review and synthesis of the existing literature is used to pre-
sents a series of basic challenges to the design and implementation
of physiological computing systems.

4.2.1. Psychophysiological inference
The relationship between physiology and psychology is com-

plex and contains overlapping causal pathways. When designing
a physiological computing system, psychophysiological variables
should be selected on the basis of diagnosticity (ability of variable
to index target psychological state and remained unaffected by re-
lated states), sensitivity (ability of variable to respond rapidly to
changes in psychological state) and reliability (consistency of the
psychophysiological inference across different individuals and
environments).

4.2.2. Psychophysiological validity
The relationship between selected psychophysiological vari-

ables and target states must be validated with respect to both
independent variables (task manipulations) or dependent vari-
ables (subjective measures and/or behavioural indicators of tar-
get states). Psychophysiological validity should be established
under operational conditions and with the target user
population.

4.2.3. Representation of the user
Psychophysiology may be used to represent the user in a sim-

plistic unidimensional way (e.g., low vs. high frustration) or in a
multidimensional framework (e.g., valence vs. activation). A
number of methods for representing user state are considered,
including multimodal representations, i.e., combining psycho-
physiological data with other data sources such as user behav-
iour. It is argued that the complexity of user representation
determines the range and specificity of adaptive responses from
the system.

4.2.4. Awareness and interaction design
Physiological computing systems are capable of delivering expli-

cit or implicit interventions at the interface. The former provide an
overt signal to the user that a particular state has been detected
whereas the latter may occur without awareness. Explicit interven-
tion may be a more potent influence on user behaviour compared to
implicit adaptation, but carry the disadvantage of providing feed-
back of system error (e.g., false alarms) by presenting a mismatch
with users’ perceptions of their own psychological state. The impli-
cations of both type of intervention are discussed with reference to
users’ assessment of accuracy and trust in the technology.

4.2.5. Dynamics of the biocybernetic loop
The biocybernetic loop translates psychophysiological data

into computer control of system adaptation. This loop is the crux
of the physiological computing system, representing both the
rules of the system as well as the quantitative trigger points
for system adaptation (e.g., IF heart rate >20% THEN offer help).
This section considers the design of loop and the implications of
biocybernetic control for user autonomy. The dynamic of the
loop may be positive (discrepancy-enlarging, leading to instabil-
ity) or negative (discrepancy-reducing, leading to stability) and
the implications of both dynamics for the design of the system
are discussed.

4.2.6. Ethical implications
Physiological computing involves the operationalisation of the

personal and private experience of the user. In some cases, this
measurement or representation may be presented explicitly at
the interface. This section considers the consequences of privacy
and data protection for user acceptance of this technology. There
are also questions regarding the manipulation of user state (partic-
ularly by implicit system adaptations) and the effects of this tech-
nology on self-perception that have ethical implications.

4.3. Conclusions

The huge potential of physiological computing to innovate con-
temporary HCI will not be realised unless these fundamental issues
are addressed by current research in this area.
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