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Abstract

Biocybernetic systems utilise real-time changegp$ychophysiology in order to
adapt aspects of computer control and functionadity. adaptive automation. This
approach to system design is based upon an assunthat psychophysiological
variations represent implicit fluctuations in thgbgective state of the operator, e.g.
mood, motivation, cognitions. A study was performiednvestigate the convergent
validity between psychophysiological measuremerdt ehanges in the subjective
status of the individual. Thirty-five participangerformed a demanding version of
the Multi Attribute Test Battery (MATB) over fouroasecutive twenty-minute
blocks. A range of psychophysiological data werkected (EEG, ECG, SCL, EOG,
respiratory rate) and correlated with changes bjestive state as measured by the
Dundee Stress State Questionnaire (DSSQ). The D8&Qanalysed in terms of
three subjective meta-factors: Task Engagementirddis and Worry. Multiple
regression analyses revealed that psychophysiolpggdicted a significant
proportion of the variance for both Task Engagenssrt Distress but not for the
Worry meta-factor. The consequences for the dewedop of biocybernetic systems
are discussed.

I ntroduction

Biocybernetic systems utilise real-time changepsaynchophysiology as an adaptive
control input to a computer system. For examplbiogybernetic loop may control
the provision of automation within an aviation enviment (Byrne & Parasuraman,
1996). This loop diagnoses the psychological stafube human operator based on
psychophysiological activity and relays a contr@nal to initiate or relinquish
system automation (Pope, Bogart, & Bartolome, 199%) affective computing
concept (Picard, 1997) represents an example of stme principle where
psychophysiological monitoring/diagnosis enables\pater software to respond to
the subjective state of the user. The conceptadyiernetic control enables a wide
range of applications (Allanson & Fairclough, 200ffpm adaptive automation
(Scerbo et al., 2001) to health-monitoring (Gerasinselker, & Bender, 2002) and
biofeedback training tools (Pope & Palsson, 2001).

In D. de Waard, K.A. Brookhuis, R. van Egmond, aid Boersema (Eds.) (200%jJuman Factors in
Design, Safety, and Managemémp. 1 - 13). Maastricht, the Netherlands: ShakdniBhing.
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The goals of biocybernetic control are to promatie sind effective performance, as
well as curtailing “hazardous states of awarenéBsihzel, 2002), such as: fatigue,
anxiety, boredom. Both goals are linked as hazardtates are often incompatible
with reliable and adequate performance; in additistates related to poor
performance such as anxiety may have consequenrcgefhealth of operator.

The biocybernetic control loop may be designed rie of two ways: to promote
positive/effective performance states or to avadatiive/ineffective states (Scerbo,
2003). Freeman et al (1999) used an EEG-based infdergagement (Pope et al,
1996) to drive a biocybernetic loop that workedtbe basis of a negative control
loop, i.e. system automation was only activategadfticipant was deemed to be
engaged with the task, and the system automaticalgrted to a manual mode if
participants’ level of automation declined. Therefothe system was designed to
maintain participants in a stable and moderate | l@fetask engagement, thus
avoiding operator complacency during system autmmafParasuraman & Riley,
1997) whilst allowing the user to experience thedfigs of automation, e.g. reduced
mental workload, stress, and fatigue.

The promotion of positive states such as task eergagt and avoidance of negative
moods such as distress and anxiety is central doybernetic control. However,
these systems are reliant on the sensitivity aagrdisticity of psychophysiology to
detect positive and negative states (Fairclougheables, 2004). On the one hand,
the psychophysiological response appears suffigielifferentiated to discriminate
broad patterns of emotional response (both postiveé negative). On the other
hand, it is difficult to formulate the psychophysigical signature of each subjective
state with the required degree of precision, asasinated by inconsistent findings
in this area (Cacioppo, Klein, Berntson, & Hatfiel®93). This disparity may stem
from two sources: the inclusiveness of the psychisiplogical response, and the
multifaceted experience of subjective states. Whenahe psychophysiological
signature of a performance state is captured,ntaios a non-affective content (e.g.
cognitive demands, motor activity) and a contextaldment triggered by the
functional goals associated with that emotion (approach or avoidance) as well as
an emotional signature (Stemmler, Heldmann, P&uBcherer, 2001). This lack of
specificity is mirrored by the experience and ofieralisation of subjective states,
which may involve a complex interplay between d&ffex feelings, motivational
desires and related cognitions (Matthews et aD220

A partial solution to this problem is to adopt aclusive definition of the subjective
state encompassing affective, motivational and itiwgndimensions of subjective
experience as well as the psychophysiological mspo This was the logic
underlying the development of the Dundee Stresse S@uestionnaire (DSSQ,
Matthews et al., 2002) that attempts to integrafgeats of subjective experience
within a number of meta-factors. The DSSQ was @efivia factor analysis of self-
report questionnaires from a large sample (e.gigs&in, Scheier, & Buss, 1975;
Heatherton & Polivy, 1991; Matthews & Desmond, 19%8atthews, Jones, &
Chamberlain, 1990; Sarason, Sarason, Keefe, H&&hearin, 1986). The factor
analysis yielded three factors, each of which engams at least three sub-scales:
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Task Engagement (energy, concentration, motivati@idtress (tension, negative
affect, confidence) and Worry (self-focus, selfeesh, cognitive interference). Task
Engagement was defined as an “effortful strivingidods task goals” (Matthews et
al., 2002; Matthews et al., 1997), this factor @ased during a demanding working
memory task and declined when participants perfdriaesustained vigilance task
(Matthews et al., 2002). The Distress meta-factas eharacterised by “an overload
of processing capacity” (Matthews et al., 2002; thiavs et al., 1997) and tended to
increase when participants experienced a loss wofr@oover performance quality
(Matthews et al., 1997). The third Worry meta-fact@s concerned with rumination
and negative self-evaluation (Matthews et al., 20@atthews et al., 1997) and is
based upon the S-REF model of anxiety (Wells & katts, 1996); the Worry
factor was also found to increase when participaxfserienced a loss of control
over performance (Matthews et al., 1997).

This study was performed to investigate whetheclpsghysiology could be used to
predict positive (Task Engagement) and negativest(Bss, Worry) performance
states. Participants were exposed to a demandskgotger a sustained time period.
The high level of demand was included to provokeKTEngagement whilst the
time-on-task manipulation was intended to evemyuatiduce engagement whilst
inflating Distress and Worry.

M ethod
Participants

Thirty-five university students participated in tegperiment, (13 female and 22
male), and all received a monetary reward. Theddgmrticipants ranged from 18-

40 years, (M = 24.1 years, S.D. = 5.90). Potentidigpants were excluded if they

were pregnant, on medication or reported any kn@ardiovascular problems.

Participants were additionally requested not toscome large amounts of alcohol the
night before, nor drink large amounts of caffeimgarticipate in strenuous exercise
on the morning of the experiment.

Experimental task

The computer task used for the experiment was théittribute Task Battery
(MATB, Comstock & Arnegard, 1992), this is a musking environment
containing three subtasks: tracking, system manior and fuel resource
management. Each subtask was pre-scripted to aléngth of task demand (the
parameters of which were tested and utilised irriar gxperiment (Fairclough &
Venables, 2004).

Psychophysiological variables

EEG was recorded with Ag/AgCI electrodes, acrossfdlr sites utilised by Pope et
al. (1995) study: Cz, P3, Pz, P4, (with a groune Isicated midway between Cz and
Pz). Each site was referenced to the left and mggastoid areas. The EEG signals
were amplified (using four BIOPAC EEG100C differi@ht bio-electric potential



4 Fairclough & Venables

modules). The high and low bandpass filters were ae0.1Hz and 35Hz,

respectively. The EEG signals were analysed via Fasrier Transform (FFT) in

steps of 2.65 s with an overlap of 0.5 s. Epocltk tetal power exceeding 200% of
the average for that participant were identified agliers and removed from
subsequent analysis, i.e. a pilot exercise fourgldfiterion to be highly associated
with artifacts in the EEG record identified by \ééunspection. Mean % power
values were obtained fo#:(4.3 — 7.8Hz)¢ (8.2 — 12.9Hz), anfl (13.3 — 21.9Hz).

To assess vertical eye blink activity, Ag/AgCl etedes were placed above and
below the left eye, with a ground electrode poséid in the centre of the forehead.
The EOG signals were filtered at 0.05-35Hz, andldieg by a BIOPAC EOG100C
differential, (high gain), corneal-retinal potehtamplifier. Eye-blink frequency and
duration were the parameters derived from a smddH#@G signals.

Heart rate activity was recorded using a standaeddL|l configuration, and
amplified using vinyl electrodes positioned on #eintercostal space on the right
and left side of the body. A common ground elea@reds placed on the sternum.
ECG was measured using a BIOPAC TEL 100C diffea¢rftiigh gain) amplifier.
The high and low bandpass filters were set at 619z3 respectively. R peaks of the
ECG were detected offline, and the interbeat iste(iBI) between successive R
waves was calculated. These data were evaluatetiiésed and ectopic beats, the
former were corrected via interpolation and théetatvere discarded. HRV in mid-
(0.09-0.13Hz) and high- (0.14-0.40Hz) frequency dsawere calculated from the
IBI data by means of an FFT analysis with Carspaftwsre (L.J.M Mulder, van
Roon, & Schweizer, 1995).

Respiration was monitored using two elasticatedsbglbced around the chest and
diaphragm. Respiration signals were again amplifisidg a (differential, high gain)
BIOPAC TEL100C remote monitoring module, with thileef settings at 0.05-35Hz.
The waveform signals of both chest and diaphragpaesion were added together
using BIOPAC AcgKnowledge software, and peaks ftbencombined signal were
detected and used for the calculation of respmatite (i.e. breaths per min).

Skin Conductance Level (SCL) was measured withelgatrodes (which produce a
continuous voltage electrode excitation of 0.5 &ffached to the side of the foot
(Boucsein, 1992). These signals were amplifiedgusirBIOPAC TEL100C remote
monitoring module, and subsequently filtered (loas$) at 1Hz to rid of extraneous
noise. Skin conductance values for mean and area ealected every 2secs and
averaged over 4min periods. The sample rate farhalhnels (i.e. EEG, ECG, SCL,
EOG, and Respiration) was 500Hz.

Subjective measures

Subjective state was measured using the DundessShtate Questionnaire (DSSQ,
Matthews et al., 2002; Matthews et al., 1997). Thattery of questionnaires
containing Likert scales derived from earlier reskavhich have been grouped into
three fundamental meta-factors: Task Engagemest;d3s and Worry.
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Task Engagement is concerned with “a commitmeneffort” (Matthews et al.,
2002, p. 335) and contains scales for: energeticalisal (alert-tired, i.e. a mood
adjective checklist, participants were asked tocdes how well each adjective
described how they felt at that moment on a 4-psudle from “definitely” to
“definitely not”, Matthews et al., 1990), motivatiq8 items regarding on level of
mental effort and feelings about success/failusessed on a 9-point Likert scale)
and concentration (7 items regarding the perceigfitiency of concentration
assessed on a 5-point Likert scale, Matthews & D@sin1998). The theme of those
scales grouped under the Distress meta-factor s daerload of processing
capacity” (Matthews et al., 2002, p. 336). Thistdaccontains scales for: tense
arousal (tense-relaxed) and hedonic tone (5-pakart_scale, sad-happy, both items
were assessed using the mood adjective checklistrided previously for
energetical arousal, Matthews et al., 1990) as agetionfidence/perceived control (6
items relating to positive aspects of performanue jperceived control assessed via
a 5-point Likert scale, Matthews & Desmond, 1998)e third meta-factor of the
DSSQ is Worry and this factor is concerned withi-eealuation and self-focus; the
Worry factor contains scales pertaining to: setftf® (8 items assessed via a 5-point
Likert scale related to private self-consciousnEssigstein et al., 1975), self-esteem
(a 5-point Likert scale was used to assess 6 itefated to social self-esteem and 1
item relating to performance self-esteem, Heathe&dPolivy, 1991) and cognitive
interference (8 items to assess the frequencys&friglevant thoughts and 8 items to
assess the frequency of task-irrelevant thougtts dssessed via 5-point Likert scale
from “never” to “very often”, Sarason et al., 1986)

Full details regarding the factor structure of B8SQ, population norms and state
responses to different types of psychological taség be found in (Matthews et al.,
2002).

Procedure

Upon entering the laboratory, participants wereefed about the nature of the
experiment. Those who chose to participate weready fully informed as to the
procedures involved in the recording of the phygialal measures. Participants
were prepared so their physiology could be recardedy. the location of the
electrode sites, the mild abrasion of skin, thacittnent of the electrodes, etc), and
this was followed by a fifteen-minute baseline périfor all of the physiological
variables. During this baseline period, the pgtiaits were asked to lie back and
relax (with their eyes open) while their physiologgs measured.

Following the baseline period, participants werespnted with a 5min training
session to acquaint themselves with the keyboamstijk controls. This was
followed by a 20min high-demand practice block.tiegrants then began the formal
task session of 4 x 20min (high-demand) blocks &M performance (80mins in
total), i.e. a repeated measures design. The fpamits received no information
about the duration of the experimental task priortihe formal task (i.e. the
participants did not know how many 20min blocks tries completed); in addition,
participants were asked to surrender their watébheemove anticipation of task
completion. Prior to the practice block, and agster each task block, participants
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were presented with a computerised version of tf&S®. The DSSQ asked
participants to rate their feelings and moods asgeedduring task performance
The DSSQ took between three and five minutes topteter Upon completion,
participants persisted with the next task blockisTéontinued until all four blocks
had been completed. The recording of the physiokdgneasures was initiated at the
same time as each task session was started.

Results

Experimental data were analysed using Statistitgd$tatsoft Inc.). Outliers (defined
as values lying at least three standard deviatmutside the group mean) were
excluded from all analyses. Significant MANOVA finds are expressed using
Wilks' Lambda (\) and data for effect sizeyy) are also provided for additional
information.

The effect of Time-On-Task on MATB performance

A MANOVA was performed on MATB performance (tracgirerror, accuracy on
system monitoring task, mean deviation of fuel ngemaent task) over four blocks
of twenty minutes. There were no significant chanigeperformance over time, i.e.
MATB performance was stable throughout the tessisas Mean values for MATB

performance throughout the session were: RMS éMor 70.31, s.d. = 3.06), target
detection as percentage (M = 81.7, s.d.=2.97), awnihtitn from target fuel level

(M =151.48, s.d. = 36.16).

The effect of Time-On-Task on subjective states

Nine scales from the DSSQ were divided into thresugs based on the factor
analysis reported in (Matthews et al., 2002). Tdategorisation divided the DSSQ
into three meta-factors: Engagement (energeticalsal, motivation, concentration),
Distress (tense arousal, hedonic tone, confiderae), Worry (self-focus, self-
esteem, task-irrelevant thoughts). The z-changeedtom each scale of the DSSQ
was calculated wherechange = (score — group_mean from previous timesgg/
standard deviation of group from previous time périThis transformation is based
upon the one reported by Temple et al. (2002) andténded to standardise change
scores across all DSSQ scales.

The transformed values from those three scalesiatsd with the Task Engagement
meta-factor were analysed via a 3 x 4 MANOVA (DSS€le x Time-On-Task).
This analysis revealed an interaction effect of gimal significance A (6,29) =
0.763, p = 0.06n? = 0.321]. Mean values for each component of thekTas
Engagement meta-factor are shown in Table 2. Rumst#Bonferroni analyses
revealed that energetical arousal showed a largeeohent after 40 minutes of
performance compared to other periods (p < 0.0ilnil&ly, motivation levels fell

at a higher rate during the first half of perforroarcompared to later periods (p <
0.01). The decrement associated with Concentratias reduced during the final
period of performance compared to previous per{pds0.01).
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The 3 x 4 MANOVA for the Distress meta-factor refeeba significant main effect

for time-on-task A (3,32) = 0.69, p < 0.05% = 0.253]. Both tense arousal and
hedonic tone exhibited negative and positive chasgeres over time, but the
magnitude of these changes were insignificant.-RostBonferroni testing revealed
a significant effect for only the confidence fagtahich declined sharply during the
final twenty minutes of performance (p < 0.05).

A 3 x 4 MANOVA was conducted on the three composeott the Worry meta-

factor. This analysis revealed a significant intéica effect only [\ (6,29) = 0.75, p

< 0.02,n? = 0.382]. Post-hoc analyses of the DSSQ scalesdt®l that self-esteem
showed a significant increase after forty minutésperformance (p < 0.01). In
addition, the rate of task-irrelevant thoughts vidghest after twenty and sixty
minutes compared to the remaining time periods Qp04).

Multiple Regression analyses

Psychophysiological data were standardised usingcldange score transformation
(described in the previous section) prior to regies analyses. The z-change
transformation was performed on psychophysiologitzth averaged over the final
five minutes of each twenty minute period of tasgkfprmance: this period was
selected to achieve maximum coherence with theestibb¢ self-report scales (i.e.
participants were asked to report how they felttteit moment), which were

administered at the end of each twenty minute gerio

The transformed psychophysiological data were a@estaacross all four time
periods and subjected to a correlation analysiss Eimalysis was performed to
estimate the degree of redundancy between diffgrgythophysiological measures
and to identify variables for inclusion in the regsion analyses. A probability level
of < 0.10 was used for this analysis in order taiifg both moderate as well as high
levels of correlation. Based on this correlatiame fpsychophysiological variables
with low levels of inter-item correlations were esgtied as independent variables for
the multiple regression analyses; these variabks® alpha power in the EEG,(
averaged across all four sites), inter-beat inteofathe heart rate (I1Bl), 0.1Hz
component of sinus arrhythmia (SA), respiratioreréRR) and rate of eyeblink
frequency (BR).

The variables from the DSSQ were averaged intoethneta-factors described by
Matthews et al (2002): Task Engagement, Distresk \Wiorry. Task Engagement
was calculated by combining z-change scores froreethDSSQ components:
Energetical Arousal, Concentration and Motivatidn. calculate the Distress factor,
z-change scores for Hedonic Tone and Confidencé/Gomere reversed and
combined with the z-change score for Tense Aroubalefore, increased Distress
was represented by rising tension in combinatioth wiegative affect and falling

confidence. The Worry factor involved a combinatioh z-change scores for
Frequency of Task-Irrelevant Thoughts and Self-Bo@u conjunction with a

reversed score for Self-Esteem, i.e. Worry = in@dasognitive interference and
self-focus in conjunction with falling self-esteenthe rationale for these
formulations may be found in Matthews et al (2002).
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A series of multiple regressions were performeadht@stigate if Task Engagement ,
Distress and Worry were predicted by psychophygiold variables. Four multiple

regression analyses were conducted for each meta-fasing data from each period
of performance. The results of the Task Engageramalysis are presented in
Table 1.

Table 1. Results of the multiple regression usisgcpophysiological predictors of the DSSQ
meta-factor Task Engagement (N=33). A summaryefdlression is provided in the upper
panel and significant predictors are listed in tlwaver panel with their Beta weights and
partial correlations in brackets. Note: RR = resgiion rate, BR = eye blink rate, SA =

0.1Hz component of sinus arrhythmias= EEG alpha power

20min 40min 60min 80min
Regression Adj.R°=0.32 Adj.R°=0.43 Adj. R°=0.41 Adj. R*=053
F(5,30)=3.82 F(5,30)=5.20 F(5,30)=4.98 F(5,30)=7.62

p<0.01 p<0.01 p<0.01 p<0.01

Significant RR 057 RR 0.69 RR 0.32 RR 0.47
Predictors [.59] [.69] [.40] [.55]
p<0.05 o -0.62 « -0.66
[-.63] [-.69]

SA -0.34 SA -0.35

[-.40] [-.42]
BR -0.31

[-.42]

The regression analyses revealed a statisticghjifeiant relationship between Task
Engagement and psychophysiological variables, whiat sustained throughout the
period of task performanced. Psychophysiologicalabdes predicted between 32
and 53% of the variance associated with Task Engage The most consistent
predictor of Task Engagement was respiration rdielwhad a positive relationship
with Task Engagement. Mean power in théandwidth, the 0.1Hz component of
sinus arrhythmia and eyeblink frequency exhibitetegative relationship with Task
Engagement during the latter periods of the tagikigc

Table 2. Results of the stepwise regression ussgghmphysiological predictors of the
subjective meta-factor Distress (N=35). A summdrthe regression is provided in the upper
panel and significant predictors are listed in fbaver panel with their Beta weights and
partial correlations in brackets. Note: SA = 0.1etamponent of sinus arrhythmia,= EEG
alpha power

20min 40min 60min 80min
Regression Adj. R?=0.26 Adj.R°=0.42 Adj. R°=0.42  Adj. R*=0.38
F(5,30)=2.87  F(5,30)=5.26 F(5,30)=5.31 F(5,30)=4.51

p<0.05 p<0.01 p<0.01 p<0.01
Significant o 0.36 o 0.38 a 0.67 a 0.64
Predictors [.34] [.46] [.66] [.63]
p<0.05 SA 0.72 SA 0.57
[.68] [.59]

The results of the stepwise regressions on thed3istmeta-factor are presented in
Table 2. Psychophysiological variables predictedwben 28 and 42% of the
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variance associated with Distress. It was appahentbotha activity from the EEG
and the 0.1Hz component of sinus arrhythmia hadséipe relationship with levels
of Distress. None of the psychophysiological prem® achieved statistical
significance during the multiple regression to peedhe Worry meta-factor. This
pattern of null findings was repeated across alf feeriods of task performance for
the Worry meta-factor.

Discussion and conclusions

The experimental manipulations of high task denmeamdi sustained performance had
no significant affect on task performance, but edua number of latent changes
(Hockey, 1997) with respect to psychophysiology autjective self-report. The
DSSQ data were analysed as change scores to nefptiese-on-task trends relative
to the previous period of task performance. Two ponents of Task Engagement,
energetical arousal and motivation, showed a sagmif decline during the first forty
minutes of performance only and falling levels ohcentration accounted for the
decline of Task Engagement during the latter hhthe task period. The influence
of time-on-task on the Distress factor was modgstdmparison. The combination
of high task demand and sustained performancalfaileignificantly increase tense
arousal or induce negative affect via the hedobitetfactor; however, it was
significant that confidence levels fell dramatigalbfter the final period of
performance. The sudden decline of confidence siggthat participants had
reached the limits of successful coping after theth session (participants were not
told when the task would end) and Distress may hmen augmented if the task
period had been extended. The Worry meta-factoralsasrelatively unaffected by
the experimental task. The frequency of task-iuahe thoughts increased with each
period of performance; therefore participants hamtemdifficulty focusing attention
on the task as time progressed. The significamease of self-esteem after forty
minutes of performance was unexpected and is asktonepresent a perception of
increased task mastery. The absence of any signifieffect on self-focus was
anticipated; the high temporal demands associatéth wultitasking MATB
performance discourage rumination or a shift oérdtbn from the task to the self
(Matthews et al., 2002).

The main goal of the study was to investigate wérefisychophysiological measures
could predict changes in subjective states as septed by the DSSQ. The multiple
regression analyses (Tables 1 and 2) provided support of predictive validity,
but with several important caveats. Psychophysiolgariables predicted between
one third and half of the variance associated withTask Engagement meta-factor
over the four periods of performance (Table 1).fReation rate was a consistent,
positive predictor of engagement, i.e. higher Hmeat rate = increased Task
Engagement. A number of other variables made aifisigmt contribution to the
regression equation during the latter periods ofopmance (Table 1). Suppression
of botha activity and the 0.1Hz component were associatéu Task Engagement,
both of which have been associated with increaseataheffort (Gevins et al., 1998;
Mulder, 1986). This finding suggests that covasiatbetween psychophysiology and
subjective self-report may be moderated by chaimgsgmpathetic activation related
to the investment of mental effort. The generaltgat of the Task Engagement
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regression was an accumulation of psychophysicdbgicedictors with increased
time-on-task; for instance, a suppression of eygkitequency was also associated
with Task Engagement during the final period offpenance (Table 1). This pattern
may be indicative of increased mental effort asmgensatory strategy to counteract
the influence of fatigue on performance (Hockey97)9

The prediction of the Distress meta-factor was rsbdeiring the initial period of
performance (Table 2). This multiple regressionspréed a positive association
between Distress and both the 0.1Hz component carattivity (Table 2). The
Distress factor represents “an overload of proogssapacity” (Matthews et al.,
2002); in the context of the current study, anyrtwas of capacity was induced by a
failure to sustain performance over time-on-taghe Effect of task activity was to
suppress the level ofi activity, which has been associated with mentébref
investment (Gevins et al., 1998), and the Distfastor was associated with a failure
to sustaina suppression. The positive association with theH®.Tomponent
indicated that Distress was associated with a weryd® reduce or conserve mental
effort (Hockey, 1997), i.e. the 0.1Hz componerguppressed when mental effort is
invested. Therefore, the Distress meta-factor weso@ated with a “giving up”
pattern from the psychophysiological domain.

None of the psychophysiological measures used énstindy could successfully
predict the Worry meta-factor. This null finding ynatem from the failure of the
independent variables to induce Worry in the pgudicts. In addition, the Worry
meta-factor is characterised by attentional/cogmiticales and it is possible that the
psychophysiological variables used in the studyedaito tap this cognitive
dimension. The Worry meta-factor may have been iped by measures of
cognitive psychophysiology such as evoked-cortipatential variables, e.g. the
P300 component (Prinzel et al., 2003).

The current study had at least one major weaknesgecning the range of
psychophysiological variables used during the studhich excluded several
important measures such as blood pressure and ENi&. The former has been
used to differentiate states of challenge and th{Bkascovich & Tomaka, 1996;
Tomaka, Blascovich, Kibler, & Ernst, 1997); twotstathat bear a resemblance to
the DSSQ concepts of Task Engagement and Distrgsd im the current study.
Facial EMG has demonstrated consistent changessponse to pleasant and
unpleasant stimuli; particularly in the corrugatowscles above the eyebrow
(Cacioppo, Bush, & Tassinary, 1990) and EMG agtifiom these sites has been
used to differentiate between positive and negadiffect (Bradley, Cuthbert, &
Lang, 1996). The inclusion of these measures mag hecreased the explanatory
power of the regression analyses if blood presandefacial EMG provide a unique
contribution to the variance of the subjective meas . The regression analyses
indicated that psychophysiology explained betwewenty-six and fifty-three
percent of variance in the subjective states di#dlés 1 and 2), the average was
approximately forty per cent, leaving more thanfhhak variance unexplained.
Future research could investigate how to improve #xplanatory power of
regression analyses by supplementing psychophgsialith other data sources, e.g.



psychophysiological predictors of task engageraadtdistress 11

real-time performance, cognitive models. For exampldividual traits such as age
and personality may play a role in the predictiérsubjective states. The influence
of both coping style and neuroticism on Distressmirthe DSSQ has been
demonstrated (Matthews et al., 2002) and other nramesitory variables such as
sleep quality and time-of-day may also play a role.

Task Engagement and Distress are relevant dimensiénsubjective state for
biocybernetic control as both have implicationsgerformance and the wellbeing of
the human operator. The current study operaticgdlisngagement and Distress
using the meta-factors devised by Matthews et 8071 2002) which integrate
mood, motivation and cognition within unitary fado This level of specificity is
sufficient to represent the subjective state ofdperator as a two-dimensional space
and construct a biocybernetic loop designed to woaont low levels of Task
Engagement and high Distress. This characterisasioould suffice for many
applications where performance is important suchdaptive automation, computer
games and educational software. However, this lef/apecificity will not suffice
for those biocybernetic systems that require a ndeteiled level of mapping, e.qg.
between distinct emotional states and psychoptogyol

The rationale underlying the development of bioegbéc control is that these
systems can deliver timely and intuitive systemernwentions. The fact that
psychophysiology was capable of explaining a suitistaamount of the variance
associated with both Task Engagement and Distreskel current study provides
momentum for the continued development of thestgesys However, it is difficult
to predict how this degree of convergent validitill wranslate into operators’
perceptions of system reliability and influenceatetl variables such as trust. A
detailed understanding of how the mapping betwesyctpphysiology and the
subjective state influences user perceptions ofyernetic control is a topic for
future research.
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